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ABSTRACT 
 

A Web crawler is a computer program that browses the World Wide Web in a methodical, 

automated manner or in an orderly fashion. Web crawling is an important method for 

collecting data on, and keeping up with, the rapidly expanding Internet. A vast number of 

web pages are continually being added every day, and information is constantly changing. 

This project is an overview of Web Crawler Supported Smart Search and the policies like 

searching, ranking, indexing involved in it.   
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CHAPTER 1 : 

 INTRODUCTION 

 

1. Introduction  
  

  

   1.1 Project Details: Broad Specifications  
  

Web Crawler Supported Smart Search is a web application 

which allows normal users to search through local intranet and 

allows employees and admin to add seed link to be crawled.  

So, basically it is “From Employees For Employees” to share 

knowledge.   
  
1.2 Technology Used  

  
Front End: HTML, CSS, JS, Bootstrap  

 

HTML: Hypertext Markup Language is the standard markup 

language for creating web pages and web applications. With 

Cascading Style Sheets and JavaScript, it forms a triad of 

cornerstone technologies for the World Wide Web.  
  

CSS: Cascading Style Sheets is a style sheet language used for 

describing the presentation of a document written in a markup 

language.  
  
JS: JavaScript, often abbreviated as JS, is a high-level, 

interpreted programming language. It is a language which is also 

characterized as dynamic, weakly typed, prototype-based and 

multi-paradigm.  
  
Bootstrap: Bootstrap is a free and opensource front-end library 

for designing websites and web applications. It contains HTML- 

and CSS-based design templates for typography, forms, buttons, 

navigation and other interface components, as well as optional 

JavaScript extensions.  
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Binding : Flask Framework(Python) Flask is a micro web 

framework written in Python and based on the Jinja2 template 

engine. It is BSD licensed. The latest stable version of  Flask is 

0.12.2 as of May 2017. 
  
Back End : Python is an interpreted high-level programming 

language for general-purpose programming. Created by Guido 

van Rossum and first released in 1991, Python has a design 

philosophy that emphasizes code readability, notably using 

significant whitespace.  
  
Database : MongoDB is an open-source crossplatform document-oriented 

database program. Classified as NoSQL database program, MongoDB uses 

JSON-like documents with schemas .( JSON - Javascript Object Notation )  
  

Indexing : Apache Solr is an open source enterprise search 

platform, written in Java, from the Apache Lucene project. Its 

major features include fulltext search, hit highlighting, faceted 

search, real-time indexing.  
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1.3 Project Planning  
    
 Requirement Gathering: An analysis of search engine 

methodologies and how web crawler works in internet 

web structure.   
  

 System Design: Data collection for system design. 

Database structure design. Preparation of function 

specification.   
  

  
 Systems Development: Database server, web server, 

indexing server and four modules of systems will be 

developed in sequence. The four modules are spider 

module, indexer module, ranker module and query 

module.  
  

 Systems Testing: Final systems testing, unit testing and 

integration testing will be performed.  
  
 Deployment: System is currently deployed to local 

server only which is localhost.   
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CHAPTER 2 : 

 SOFTWARE REQUIREMENTS SPECIFICATION 

2. Software Requirement Specifications  
  

2.1 Purpose  
  

This is a SRS document which refers to Web Crawler Supported 

Smart Search Release 2018 version 1. It describes the 

functionality and specification of how the web crawler will help 

in serving the employees of a firm in an efficient way.  
  
2.2 Scope  

  
This system is designed to crawl any website where employees 

and administrators can give any seed link to crawl that website 

and they also can use smart search to efficiently search across 

collected data. It can not search outside collected data and 

currently dynamic ranking is not supported.  
  
  

2.3 Overall Description  
  

Product Perspective  
  

This software is developed as a part of course work the subject 

“System Design Practice”. The software aims to crawl/search 

online with ease. The web- app’s main perspective is towards 

efficient ranking, searching and provide a user-flexible system.  
  
  

Product Functions  
  

Crawling: When a spider is building its lists, it is called Web crawling. In this 

process spider crawls pages starting with seed link.  
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Ranking:  It is the process of giving rank to collected links based on their 

inter relation(tree structure), the higher the rank the greater chance of it to be 

displayed on first page of search result.  
  
  

Indexing: It is the process of giving index to crawled pages so that at search 

time they are accessed faster compare to traditional database queries.  
  
  

Searching: When user enter any keyword(s) and the result is displayed, this 

process is called searching where links to be displayed are searched from 

already indexed data and most appropriate results are displayed first.  
  
  

User Classes and Characteristics  
  

Basically there are two types of end users i.e.,  
   
Administrator: Administrator of a firm can manage which links to crawl and 

which to not, also she can add links to crawl and manage crawled data.  

She can manage employees too. 
  

Employees: Employees of the firm can provide seed link to crawl and they 

can search for any detail related to its firm in user section of the system.   
  

Operating Environment  

The system is a web-app and not an android or iOS application because 

development in different operating environment will take time and cross-

platform development is not the base of the development team and a web-app 

can be used by everyone in an efficient way. Therefore, after hosting this web-

app can be accessible from any web browser.  
  
Design and Implementation Constraints  

The constraints are financial as well as at a corporate level. The system can 

only crawl allowed pages so if website owner or generally pages forbid some 

pages which require authentication or authorization will not be crawled.  
  

Assumptions and Dependencies  

System will not work if appropriate network is not available. Mainline 

network of system highly needs electricity to work on. System requires to be 
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given a seed link to crawl, it cannot crawl randomly any website found in 

between of any previous crawling job.  
  
  
2.4 External Interface Requirements  

  
User Interfaces  

Application can be accessed through any browser  interface. The 

software will be fairly compatible with  Microsoft Internet Explorer 

Version 6 and above or other  modern web browsers.  
  

Hardware Interfaces  
  
 Server Side:  

  
• Operating System: Windows.  

• Processor: Pentium 3.0 GHz or higher.  

• RAM: 2GB or higher.  

• Hard-Disk: 100GB or more.  
  
 Client Side:   

  
• Operating System: Windows 7,8,  

8.1,10.  

• Processor: Pentium 3.0 GHz or higher.  

• RAM: 2GB or higher.  
  

  
• Software Interfaces  

  
 Client Side:   

  
         HTML5 supported Web Browsers, Windows 7, 8, 8.1, 10, 

MAC OS, Linux (All Flavors).  
  

 Server Side:   
  

      Windows, MongoDB Database, Apache Solr(core),  

Python Interpreter.  
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2.5 Non Functional Requirements  
  

Performance Requirements  

The average response time for a user is 0.36 sec. The expected accuracy of 

output is 90%. For faster access we have provided solr indexing. Ranking is 

done in main memory so that is very fast.  

 

Safety Requirements 
If any testing purpose link of more than one domain name is given then it may 

lead the system to crash (e.g. http://newsbytag.herokuapp.com)  If any link 

contains non-html page then is will be discarded immediately.  
  

Software Quality Attributes  

All the software modules are developed in python, which makes the system 

extensible and robust. Secondly the system will provide the user with easy to 

use and understandable GUI interface. For good interface we have used 

standard bootstrap library which also provides consistency.  
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CHAPTER 3: 

 DESIGN & PLANNING 

 

3. Design  
  

  

3.1 Use-Case Diagram   

  

  
 

3.2 Data Flow Diagrams  
  

• Level - 0  
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• Level -1(a)  

  
  
  

• Level -1(b)  
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3.3 Network Activity Diagram  
  

  
  

3.4 Gantt Chart  
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3.5 Home Page 

 

 

 

Fig.3.5.1HomePage 
 

 

 

Fig.3.5.2 Search Results
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Fig.3.5.3 Search Results 2 
 

 

 

Fig.3.5.4 Admin Crawler
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Fig.3.5.5 Admin view results 

 

 

 
 

 
Fig.3.5.6  view employee 
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Fig.3.5.7 Add  Employee 
 

 

 
Fig.3.5.8 Approve Request 
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CHAPTER 4 

 

IMPLEMENTATION DETAILS 

 

4. Implementation  
  

4.1 Implementation Environment  
  

 Python environment in Windows 10 (version=3.6.2)  

 MongoDB Client in Windows 10 (version=3.6.2)  

 Apache solr in Windows 10 (version=7.2.1)  
  

4.2 Description of Modules  
  

 Register / Log - In Module  
  
It is used to store information of employees who are 

new to the system and accessing the system for the first 

time and also authenticating the users before they can 

add link to the crawling job of the system.  
  

Input : User’s information or credentials 

Output:Stored or Verified successfully  

Processing: Check user’s credentials in the   

database while logging in or store them in the  database 

while registering new user.  
  
   

  
 Spider Module  

  
This module does crawling of urls from queue of 

pending crawling jobs.  
  
Input : seed url’s queue  

Output: Crawled data stored in MongoDB  

Processing: The spider first search in Db whether 

crawling of this project is started or is yet to be started. 

It then fetches the content of the current crawling page, 

we have configured it for fetching of tags like ‘anchor’(it 
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gives reference of other pages from this page and gives 

keywords too), ‘meta’(it gives details about content of 

that page), and ’title’ tags. It then stores the anchor links 

fetched in the pending queue in MongoDb which are 

having domain name as the current working 

domain(Basically spider will not crawl out of the 

domain links). It then continues crawling by fetching 

next link from queue of current domain until maximum 

number of pages(links) is reached.     


 Indexer Module  
  
Input : Crawled data  

Output: Indexed data stored at Apache solr’s core. 

Processing:  

This module will be called in between any crawling 

job is finished and new job is to be started, this will 

index the data which is collected in previous crawling 

job. The indexing will be taken care by pysolr which is 

the light-weight wrapper for Apache solr.  
    



 Ranking Module  
  
Input : Crawled data  

Output: Ranked pages stored in MongoDB 

Processing:  

This module will be called in between any crawling 

job is finished and new job is to be started, this will rank 

the pages of the domain which is just crawled. The 

ranking is based on page-rank algorithm which is 

described below. After ranking is completed it updates 

it in MongoDb for permanent storage. 
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 Searching Module  
  
Input : Indexed data 

Output: Most matching Urls.  

Processing:  

This module will be called when user search for any 

keyword in user section. This will find the documents 

which have the keyword in its fields, this finding is 

based on one of two options “any word” or “all words” 

,there are different lucene queries for both of these 

options. After finding those records it will sort those 

records based on their ranks calculated in ranking 

module and display those urls with some description 

about content of that page(which was fetched from meta 

tags)  
  

 Admin Control Module  
  
Input : Pending projects for approvement Output: 

Status after approvement.  

Processing:  
  
This module is used by the administrator of the 

system in order to maintain control of the seed urls 

suggested by employees to add to crawling queue or 

not. Here, all the seed urls listed by the users come 

for verification .Thus, only after the admin approves 

the url, it can be listed for the crawling job. If admin 

rejects any url then it will be discarded. Admin can 

also modify number of pages to be crawled in 

particular job.  
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4.3 Algorithm  
  
 Page Rank Algorithm  

  
o How Page Rank Works:  

  

Assume a small universe of four web pages: A, B, C 

and D. The initial approximation of Page Rank 

would be evenly divided between these four 

documents. Hence, each document would begin with 

an estimated Page Rank of 0.25.  

In the original form of Page Rank initial values were 

simply 1. This meant that the sum of all pages was 

the total number of pages on the web. Later versions 

of Page Rank would assume a probability 

distribution between 0 and 1. Here we're going to 

simply use a probability distribution hence the initial 

value of 0.25.  

If pages B, C, and D each only link to A, they would 

each confer 0.25 Page Rank to A. All Page Rank i.e. 

PR ( ) in this simplistic system would thus gather to 

A because all links would be pointing to A.  

  

  
This is 0.75.  
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Again, suppose page B also has a link to page C, and 

page D has links to all three pages. The value of the 

link-votes is divided among all the outbound links on 

a page. Thus, page B gives a vote worth 0.125 to 

page A and a vote worth 0.125 to page C. Only one 

third of D's Page Rank is counted for A's Page Rank 

(approximately 0.083).  

  

  

In other words, the Page Rank conferred by an 

outbound link L( ) is equal to the document's own 

Page Rank score divided by the normalized number 

of outbound links (it is assumed that links to specific 

URLs only count once per document).  

  

  

In the general case, the Page Rank value for any 

page u can be expressed as:  

  

,   

i.e. the Page Rank value for a page u is dependent on 

the Page Rank values for each page v out of the set 

Bu (this set contains all pages linking to page u), 

divided by the number L(v) of links from page v.  
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CHAPTER 5 

 

TESTING AND IMPLEMENTATION 

 

5. Testing  
  

5.1 Testing Plan  
  
The testing is a technique that is going to be used in the 

project is black box testing ,the expected inputs to the system 

are applied and  only the outputs are checked .  
  

5.2 Testing Strategy  
  

The development process repeats this testing sub process a 

number of the lines for the following phases.  
  

 Unit Testing   
  

 Integration Testing  
  
Unit Testing tests a unit of code after coding of that unit is 

completed. Integration Testing tests whether the previous 

programs that make up a system, interface with each other as 

desired. System testing ensures that the system meets its stated 

design specifications. Acceptance testing is testing by users to 

ascertain whether the system developed is a correct 

implementation of the software requirements specification.    
  
Testing is carried out in such a hierarchical manner to that 

each component is correct and the assembly/combination of 

component is correct. Merely testing a whole system at end 

would most likely throw up errors in component that would be 

very costly to trace and fix. We have performed both Unit 

Testing and System Testing to detect and fix errors.   
  
  
  
  

5.3 Testing Methods  
  

 We have performed Black-box testing for the testing 
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purpose. A brief description is given below:    

Black-box testing is a method of software testing that 

examines the functionality of an application without peering 

into its internal structures or workings. This method of test can 

be applied to virtually every level of software testing: unit, 

integration, system and acceptance. It typically comprises most 

if not all higher level testing, but can also dominate unit testing 

as well.    
  
5.4 Test Cases  
  

Test  

Case  

ID  

Test  

Scenario  

Test 

Steps  

Test 

Data  

Expected 

Results  

Actual 

Results  

T01  Sign Up  1. Go to  

Home 

page  

2. Provi 

de   

Information  

User   

Information  

Stored   

Successfully  

Success  

T02  Log In  1. Go to  

Home 

page  

2. Enter 

Crede 

ntials  

User  

Credentials  

Display  

Main Page  

Main  

Page  

Displayed  

T03  Add  

Employee  

1. Go to  

Main  

Page  

2. Go to 

regist er  

empl 

oyee  

3. Enter  

Employee 

Information  

Employee 

information 

stored 

successfully 

in database 

Success  

Success   
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  empl 

oyee 

Detail 

s  

   

T04  View  

collection  

1.Go  to  

Views  

collection 

page 2.Enter 

Domain  

name  as  

Project 

name  

Collection 

of crawled  

data  

Displays the 

data based 

on given  

project 

name.  

Result 

Shown 

accordingl 

y  

T05  Crawl  1. Go to 

Crawl  

Page  

2. Provi 

de 

The 

proje 

ct  

name, 
doma 

in link 

and 

no 

pages 

to be 

crawl  

Crawling 

start and 

request id 

generated  

It Shows the 

request id 

Generated  

and Send 

email when 

crawling  

will  done 

successfully.  

Success  

T06  Show  

details  

1. Go to 

Show  

detail 

s page  

2. Enter 

the  

doma 

in  

name  

of the 

link  

Display  

Output data  

It will list all 

the crawled 

link on that 

domain and 

it’s rank and 

titles also  

Successfu 

lly  

Displayed  
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  as 

proje 

ct  

name  
  

   

T07  Search 

Keyword  

1.   
Home 

page  

2. Enter 

any  

Keyw 

ord  

Matched  

links listed  

Display all 

the links 

related with  

input  

keyword  

from  our 

database.  

Displayed 

Successfu 

lly  
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CHAPTER 6 

Limitations and Future Enhancements 

 

 

6. Limitations and Future Enhancements  
  

6.1 Limitations  

  

• System is not able to provide the dynamic ranking 

based.  

  

• If re-crawling of any website from scratch is needed 

then, admin has to delete previous record manually.  

  

  6.2 Future Enhancements  
  

 Dynamic ranking of pages based on user's interest.  

  

 “You may also like” feature in search section.  
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CHAPTER 7 

CONCLUSION 

 
 

7. Conclusion  

Hereby, we declare that the functionality implemented in Web Crawler 

Supported Smart Search was performed by understanding all the modules. 

We have implemented crawling with solr indexing and ranking of pages. 

The searching facility is also provided with three options (Exact phrase, 

Any Word, All Words). After the coding was completed, comprehensive 

testing was performed and the results were provided in the report. Unit 

Testing of all modules were done and later, Integration Testing was also 

performed.     
  
  
  
  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 


