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Abstract In India, handwritten character recognition is becoming necessity region-
alwise due to new education policy 2020. Various technologies are applied to solve
the problem in this area like statistical or probability model, support vector machine,
Bayes probability model, deterministic finite automaton (DFA), hidden Markov
model, and many more which are used. Due to the advancement in machine learning,
convolutional neural network is a good solution of HCR which gives more promising
results but any new algorithm in machine learning that depends on training data,
mathematical function, loss function, and method of evaluation of model. Focusing
on past research of handwritten Gujarati character recognition is found that sufficient
research is required for modifier level called “Barakshari”. Results obtained in past
are limited to character level only. In this paper, our effort is to analyze and summa-
rize previous contributions in the handwritten character recognition for several Indian
languages.

Keywords Support vector machine - Bayes probability model - Deterministic
finite automaton - Hidden Markov model - Convolutional neural network

1 Introduction

The regional languages processing is still in the growing phase in India where
various approaches and techniques contributed by the researchers and many more
required. Internet is widely used as a platform for multiple Indian languages in the
area of education, e-commerce, documentation, information sharing, etc. Therefore,
regional language processing is becoming a challenge day by day. In this context,
demand of offline handwritten character recognition research for Indian regional
languages is rising rapidly. Focusing on Gujarati and other Indian languages problem
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of handwritten character recognition in the previous work is reviewed in this paper,
and the challenges to solve Gujarati character recognition and its similar works in
other languages are discussed. In this paper, we included HCR and OCR methods
for Indian and foreign Languages to promote the work of Gujarati language hand-
written character and vowels recognition. Offline handwritten character recognition
for Indian regional languages is very much beneficial in number of ways.

Possible Advantages. Data should be taken from source so subsequently it avoids
errors and unwanted changes which can be generated by retyping. Additionally,
National Education Policy 2020 of India that depicts the medium of instruction will
be student’s mother tongue or regional language at least up to Grade 5. So Gujarati
handwritten character recognition with vowels (character Modifiers) can be more
advantageous to students and teachers. HCR can digitize old handwritten documents,
postal address, and many more improvisation needed till it becomes easy and popular
to use.

This paper is organized in five sections starting with general model (Table 1)
which has mainly six different stages of handwritten character recognition given as

Table 1 Stages and task used in text recognition system

Stage (Tasks)—description

Image acquirement (Digitalization resizing, compression)-all images are
converted into required format and size to prepare
dataset

Preprocessing (Noise removal, filtering, skew, thinning, edge detection

and correction, morphological operation)-processing
images to remove unwanted background to get region of
interest. Image used to detect canny edge, bounded box,
etc. Skewness detected and corrected

Segmentation (Character based, word based, sentence based)-from the
image, we required to separate lines with upper and
lower boundaries. Then words are separated and then
characters. A character made up of one or more
connected components of pixels. Pixels intensity value
can be used

Feature extraction (Statistical—geometrical features)-curves and corners of
connected components of pixels can be found to form
characters. This is the area which is helpful in next stage
of classification

Character recognition (classification) | The segmented content is fed to the classifier which
gives result that input image corresponds to which
character and modifiers

Post-processing (Confusion matrix, contextual approaches
dictionary-based approaches)—grouping characters and
modifiers based on their location. Finding errors and
correction. One to one correspondence between
characters and unicode dictionary letters. Output
obtained as a text file
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under. Subsequently, it includes challenges motivation, efforts reviewed areas of their
work, discussion findings, and conclusion in the last.

1.1 General Methodology

Scanned handwritten images are processed to get text file in target language. As
shown in Table 1, processing of it divided into the phases like image acquirement,
preprocessing, segmentation, feature extraction, classification, and post-processing.

2 Challenges and Motivation

Gujarati language character modifier recognition is required more efforts as it would
be one step ahead since character recognition almost done so vowels recognition
requires more research work. Upper line as it is in Devanagari language is missing
in Gujarati, and many half characters are joined with another which is displayed
differently. Skewed characters and modifiers are also giving variety to dataset. A
character connected with another half character (conjunct consonants) shown as
under and in Table 2 (counting them we get 12 so it is called “Barakshari”) is also
a challenging task. Following type of characters is varied very frequently person
to person when written by their hands so it becomes very difficult to recognize by
machine [1].

5 Y A P U )
2 2l vy ey 2 o
&l &y rt a vy 2

Basically word formation is not possible without character modifiers. They are
vowels attached with consonants. Even if character can be recognized, its combina-
tion with vowels (as shown in first column of Table 2) becomes difficult to recognize.
Sometimes characters written by person may be vertically straight, forward slant, or
backward slant. So it produces difficulty in character recognition.

3 Efforts Reviewed and Their Areas of Work

Various surveys in this context lead us to understand various [2] merits and demerits
of techniques involved in each stage of text recognition. Language processing tech-
niques [3] like chatbot, text-to-speech conversion, language identification, spell
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Table 2 Basic shapes of geometry useful to recognize character modifier (vowels)

Character modifier | Detail of basic geometrical shapes observed in consonant modifier

V% No modifier present
W51 Vertical line in right zone
S_ [ Vertical line in left zone, oval arc or circular arc in upper zone, connected
or disconnected components
S_4 Vertical line in right zone, oval arc or circular arc in upper zone, connected
or disconnected components
G- s Oval arc or circular arc in lower zone, connected components
=3
61 Slanting line in lower zone, oval arc or circular arc in lower zone,
g connected components

5.3 Slanting line in upper zone
5% Two slanting line upper zone
-5l Vertical line in right zone, slanting line in upper zone, disconnected

B components

20l -4l Vertical line in right zone, Two Slanting line in upper zone, disconnected
) Components

i One dot in upper zone

- e Two disconnected dots in right zone

check, medical record processing for real-time needs focused. We also found conclu-
sion that [4] the selection of the classification as well as the feature extraction
techniques needs to be proper in order to attain good rate in recognizing the char-
acter. Segmentation work in Gujarati character modifier still remains left. Over
fitting problem in deep learning occurs when result is good fit on our model on
the training data, but it is not generalized well enough on new data. It means model
is very specific to the training data and inappropriate for other data. We can solve
over fitting problem by adding more training data. So in deep learning [5] for image
data augmentation result found that over fitting problem can overcome by improving
the size and quality of training datasets. Augmentation like flipping, rotation, and
zoom in and zoom out can be used to enrich the dataset in terms of size and quality.
Comparatively it is found that offline character recognition is high accuracy and reli-
able system required [6], and also fuzzy membership functions could significantly
outperform standard zoning methods [7]. For general stage of text processing having
different techniques especially in classification stage including neural network, it is
found that feature extraction and classification technique play an important role [8]
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in the performance of character recognition rate and including neural network and
data mining concepts merits and demerits [9] which are given for each stage.

3.1 Segmentation and Preprocessing

As there are six steps in general model of offline character recognition, and in
each step, variety of scientific techniques of models can be applied segmentation
and preprocessing can include histogram [10] projection and equalization technique
[11], sliding window method, Hough transform technique [12] with preprocessing
like dilation, erosion, and thinning. Also strip-based projection [13] and mixture of
smearing and contour tracing for line segmentation are used in offline Gurumukhi
language character recognition. Research has been done for segmenting modifiers as
intact not subdividing further [14] from printed Bangla Text. They continued their
work for overlapping, touching, and compound characters. Segmenting the upper
and lower modifiers with characters is done by fuzzy functions in Hindi language
[15].

3.2 Neural Network Used as a Classifier

Nowadays using deep learning [16] offline handwritten recognition system proposed
based on convolutional neural networks (CNN) for Gujarati language with different
accuracy and diversified data. Similarly by analyzing character’s shape [17] and then
neural network applied to recognize characters. For English language [18] applying
neural network and KBS built for character recognition. Using ANN [19] an online
multilanguage handwriting recognition system developed based on Bézier curves
for 102 language including Gujarati using IAM-OnDB dataset. Paired adversarial
learning (PAL) [20] method along with DNN is applied to recognize handwritten
mathematical expression using CNN and RNN-based feature extractor.

Similarly for digit recognition [21] CNN and pooling layer for data reduction
and fully connected layer and output layer applied as a classifier. For Urdu [22],
HCR and digit recognition pioneer dataset were prepared with CNN. For HCR in
English language shallow network based on the Fukunaga Koontz transform (FKT)
[23] model used with neural network and to recognize characters from ancient Geez
document [24] a deep CNN used with dataset. A model for English character recog-
nition developed using DNN as classifier [25] and feature extraction by local Gabor
pattern, Haar wavelet transform, histogram-oriented gradients, and grid level. Simi-
larly, chain code and image centroid extraction method use along with feedforward
ANN [26] as a classifier.

For classification of handwritten Bengali numerals [27], a model proposed with
extra layers like zero padding, dropout, and max-pooling, and the number of filters
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enhanced using CNN and for Gujarati numeral recognition [28] and multilayer feed-
forward neural network and naive Bayes classifier used for handwritten Gurumukhi
numeral [29] using backpropagation neural network with wavelength transform.

3.3 Support Vector Machine as a Classifier (SVM)

Using SVM [30-34] as a classifier many research work recorded for different
languages like Gujarati and Devanagari. Along with SVM hybrid feature spaces
like aspect ratio, image subdivision, polynomial kernel, Gaussian kernel are used.
Also for Gujarati numeral recognition creating four features set of various size
preprocessing and segmentation has been done. Distance profile, gradient profile,
and wavelet form are used. Fourier descriptors as feature vectors and lexicon were
used for post-processing.

3.4 K-Nearest Neighbor as a Classifier

K-nearest neighbor classifier [35] with distance transform method for zone identi-
fication and for segmentation projection profile and morphological operations used.
Comparative analysis between KNN and principal component analysis (PCA) for
Gujarati numerical classifier [2] developed. Noise removal, and thinning as prepro-
cessing and stroke-based directional feature [36] also applied with this classifier.
With this [37], normalization and interpolation used in preprocessing.

3.5 Other Method Used as Classifier

Decision tree approach for HCR for Gujarati characters [38] focuses on feature
extraction of three types, i.e., connected or disconnected component, number of end
point and number of closed loop. Similar concept like adjacent pixel connectivity
and curvature-based pattern matching and classification used [39] in HCR method
for Sinhala language.

For Gujarati language combined approach of Freeman Chain Code [40], Hu’
Invariant Moment (4 order), center of mass applied with gradient feature. A deter-
ministic finite automaton (DFA) [41] and fuzzy system [42] for intelligent word
recognition also introduced in past using a regular grammar by labeling each pixel
as vertical or as horizontal to group strokes for feature extraction.

A model using weighted integral image method, Bayes classifier [43] and
statistical-structural features overcoming drawbacks of classic binarization method.
For machine printed, Devanagari (Nepali) has been introduced in past.
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Maximum mutual information [44], composite image and block-based PCA
methods for character recognition are used in HCR. For English, writer indepen-
dent character recognition HMM [45] used for each character with global and local
processing features of images. For upper and lower modifiers and half characters are
ignored [46] and topological features, heuristics for middle zone are used.

3.6 Dataset Creation

Including Gujarati language work noticed in dataset creation like page level hand-
written document image dataset “PHDIndic_11" [47] of 11 official Indic scripts.
Dataset for English language alphabets and numerals [48] is publically available
and provides isolated characters and digits free of cost. A novel database [49] is
consisting of 26,000 images of Hindi handwritten characters, and modifiers for offline
recognition by segmentation and augmentation process were developed. Such dataset
creation for Gujarati language is required to create for effective implementation HCR
system.

4 Discussions and Findings

Due to emerging trends of machine learning, especially convolutional neural network
can solve this problem more promisingly. As we can categorize machine learning
algorithm in supervised or unsupervised in terms of label is present or absent. Label
corresponds to prediction (output) which is based on features in training dataset.
Further depending on labels, our problem of HCR lies in discrete classification
problem. Along with sufficient training dataset, any new algorithm in machine
learning depends on mathematical function like logistic, linear regression, loss func-
tion like mean square error (MSE), mean absolute error (MAE), and other clas-
sifications losses between predictions and actual observations. Methods of model
evaluation also affect on this. So possibilities of new directions and improvements
are always expected.

Unavailability or scarcity of dataset in HCR for Gujarati character modifiers
(vowels) recognition is one of the necessary areas of work. Here we need to apply a
holistic approach in which all stages should be integrated such a way that they should
contribute effectively for central objective of the system. So successful integration
of all phases of machine learning starting with features extraction (topological or
geometrical) to classification is very important. Vowels sometimes are extremely
cursive or artistic in nature. Using convolutional neural network, we can extract
shapes (Table 2) by feature extraction and co-relate it with character to print and fed
to classifier.
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5 Conclusions

Offline handwritten Gujarati character modifier recognition (“Barakshari”) is an
interesting and challenging area of research. There are several classification and
feature extraction techniques for handwritten character recognition problem. Various
techniques can be applicable to complete the task in each steps of general model of
recognition. Due to advancement in technology, machine learning attracts us toward
selection of appropriate neural network model and it will be more effective if we can
include good training dataset in case of Gujarati character modifier recognition. Any
new algorithm in machine learning depends on how model has been trained with
batch or mini batchwise of data, type of model or mathematical function has been
used, its loss function, and method of evaluation. We can adjoin the effectiveness of
each steps of model with good feature extraction of characters and modifiers using
good augmentation techniques.
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